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Models



Supervised vs Unsupervised learning



Supervised vs Unsupervised learning

Supervised learning:

- Known labels

- Examples:

credit, fraud, 

image labels

- Labels are expensive

Unsupervised learning:

- No labels

- Examples:

customer segmentation

cell type classification

- Messy



Self-supervised learning: using the raw text as training 
data

Mask out random words and play a game of fill in the blank.



Self-supervised learning: learning a representation of 
language one word at a time

https://www.cs.princeton.edu/courses/archive
/fall22/cos597G/lectures/lec01.pdf

We can think of a language model as building representation of language one word at time, and this 
model generates an embedding of individual words that take context into account.  

https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec01.pdf
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec01.pdf


Transformers are one of the fundamental building blocks of modern LLMs.  They originally arose in translation (hence the name 
transformer), and are composed of several attention blocks.  The attention block represent how much each word in a sentence is important 
for the meaning of  (or attends to) other words in the sentence. This results in a quadratic growth in the number of parameters for the 
number of word tokens.

Architecture: Transformers & Attention
Transformer block: 
stacked attention blocks

Attention: how important is each word for the others

https://arxiv.org/pdf/1706.03762.pdf

https://arxiv.org/pdf/1706.03762.pdf


Scale matters

https://bmk.sh/2020/05/29/GPT-3-A-Brief-Summary/https://hellofuture.orange.com/en/the-gpt-3-language-model-revolution-or-ev
olution/

https://bmk.sh/2020/05/29/GPT-3-A-Brief-Summary/
https://hellofuture.orange.com/en/the-gpt-3-language-model-revolution-or-evolution/
https://hellofuture.orange.com/en/the-gpt-3-language-model-revolution-or-evolution/


Scale matters: model size matters most

https://arxiv.org/pdf/2001.08361.pdf

What has been revealed is that model size is the most important factor, though data size is also critical.  Because without 
sufficient data, large models will tend to memorize the training data which inhibits generalization.   

https://arxiv.org/pdf/2001.08361.pdf


Problem: size matters for inference

- model parameters and intermediate states are needed in memory at inference 
time 

- Inference cost from the attention mechanism scales quadratically with input 
sequence length

- Example: ESM2 3B parameter model will fit on a single GPU (largest available 
on AWS), the ESM2 15B parameter model will not

- Slows down inference time by an order of magnitude, from ~20 85 amino 
acid peptides per sec to ~2 per second

https://lilianweng.github.io/posts/2023-01-10-inference-optimization/
https://lilianweng.github.io/posts/2023-01-10-inference-optimization/
https://lilianweng.github.io/posts/2023-01-10-inference-optimization/
https://lilianweng.github.io/posts/2023-01-10-inference-optimization/


Memorization: large models leave room for memorization 
of training data



Memorization: large models leave room for memorization 
of training data

Memorization increases with: 
(1) the capacity of a model, 
(2) the number of times an example has 
been duplicated,
(3) the number of tokens of context 
used to prompt the model.
Carlini et al 2023

https://bair.berkeley.edu/blog/2020/12/20/lmmem/

https://openreview.net/pdf?id=TatRHT_1cK
https://bair.berkeley.edu/blog/2020/12/20/lmmem/


Memorization: large models leave room for memorization 
of training data



Fine-tuning LLM's: how to apply LLM's in practice

https://magazine.sebastianraschka.com/p/ahead-of-ai-7-large-language-models

https://magazine.sebastianraschka.com/p/ahead-of-ai-7-large-language-models
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Protein Language
Model

Prediction

Convolutional 
Neural Net

Featurization

Fine tuning example: building protein fitness model with limited 
data



Fine-tuning LLM's for Human use (e.g ChatGPT)

RLHF: Reinforcement learning from 
human feedback

Iteratively update the tuned model 
based on interaction with the model

Expensive!

https://huggingface.co/blog/rlhf

https://huggingface.co/blog/rlhf


Fine-tuning LLM's for Human use (e.g ChatGPT)

One explanation of RLHF is that an LLM 
induces a multi-modal distribution on 
possible answers.  RLHF fine-tunes the 
model so that it chooses one of the 
modes, and this is the "nice" mode, 
shifting the model away from the 
negative or controversial modes. 


